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What is Structure Elucidation?

Definition: The process of determining the molecular structure of a compound based on spectroscopic 
data such as Nuclear Magnetic Resonance (NMR), Infrared (IR), and Mass Spectrometry (MS).

Solving Structure Elucidation is like solving a word puzzle

Word Puzzle   Molecular Puzzle



Introduction & Motivation

For all Chemistry undergraduate students, Structure Elucidation 

• is a long-standing problem and fundamental part of their curriculum.

• is a key skill learned in organic chemistry courses, allowing them to identify the structure of unknown 
compounds based on their spectral characteristics. 

Our research goal: 

• Introduce this challenging reasoning problem to the AI community:  
MolPuzzle, a benchmark for this problem (217 instances)

• Answer the question: Can LLMs perform better than Chemistry 
students on solving these puzzles? 
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Our MolPuzzle Benchmark

• Dataset Overview:

• 217 instances with over 23,000 QA samples.

• Three interlinked tasks: Molecule understanding, spectrum interpretation, molecule construction.

• Unique Aspect: Multimodal reasoning tasks incorporating IR, MASS, NMR data.



Reasoning Tasks in MolPuzzle

• Stage 1: Molecule Understanding (e.g., functional group identification)

• Stage 2: Spectrum Interpretation (analyzing IR, H-NMR, C-NMR data)

• Stage 3: Molecule Construction (assembling based on spectra)

• Data: Derived from curated spectra, RDKit validation for molecule accuracy.

Stage 1 Stage 2 Stage 3



LLMs Evaluated

• Models Tested: GPT-4o, Claude-3-opus, etc.

• Approach: Zero-shot evaluations, comparisons with human baselines.
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LLMs Evaluated
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LLMs Evaluated

• Performance Insights:

• LLMs excel in molecule understanding but struggle with spectrum interpretation and 
molecule construction.

• Top LLM (GPT-4o) achieved 1.4% exact match accuracy on full tasks.

• Gap Analysis: Significant room for improvement, especially in complex reasoning tasks.



Challenges & Future Directions

• Challenges:

• Complex spectral data interpretation.

• Iterative molecule construction processes.

• Future Focus:

• Specialized LLM training for visual and chemical data.

• Advanced planning and reasoning strategies.



Questions

Thank You For Your Attention!

 MolPuzzle Website: 
https://kehanguo2.github.io/Molpuzzle.io/

Feel free to reach out to us at kguo2@nd.edu. We welcome collaborations aimed at enhancing the 
reasoning capabilities of LLMs in the scientific domain.

 Kguo2@nd.edu  https://kehanguo2.github.io/KehanGuo/

https://kehanguo2.github.io/Molpuzzle.io/
https://kehanguo2.github.io/KehanGuo/
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